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THE USE OF THE MONTE-CARLO METHOD TO SIMULATE
HIGH-ENERGY RADIOGRAPHY OF DENSE OBJECTS

by

Michael J. George, Karl H. Mueller,
Rosemary H. 0'Connor, and Robert G. Schrandt

ABSTRACT

Recently a series of experiments were done at the National Institutes
of Health where radiographic scatter was measured at beam energies from 8 to
22 MeV. We have used the Monte-Carlo method to calculate the scattered
radiation intensity 1in the configuration of these experiments. The existing
Los Alamos MCNP (Monte-Carlo Neutron Photon) code was modified to include
electron transport, and the variance-reduction schemes avajlable in that code
were extensively applied to the problem. Beam collimation has been modeled
and studied, as has a narrow-hole collimator behind the film plane for the
elimination of scatter. The calculations show that the scattered radiation
intensity, with respect to the direct radiation, is minimized at beam
energies in the range of 15-20 MeV. When a gap in the experimental collimator
is included in the model, the absolute value of the direct-to-scattered
radiation ratio is in agreement with the experimental data. The simple idea
of a small radiographic source size allowing the scattered radiation to be
reduced relative to the direct by moving the object closer to the source is
also borne out by these calculations. Preliminary results are presented on
off-axis scattered radiation. This work provides a foundation for future
mcdeling and design of radiographic experiments.

I. INTRODUCTION

In 1981 the Hydrodynamics Group proposed the construction of a dual-
axis radiographic facility based on pulsed diode machines producing 30-100 R
at 1 m with a peak energy of 4-6 MeV. The intended application was standard
weapons development radiography yielding more information by virtue of dual
views with independent timing.

By 1986, the applications had evolved to include, as a major task, the
radiography of features in dense objects. This is a difficult objective



requiring optimization of as many of the radiographic parameters as possible.
From the standpoint of the x-ray source, the electron energy. dose, and suvurce
spot size are critical parameters. Based only on the fraction of the original
x-ray beam that is transmitted through areal masses of interest, the optimum
efectron source energy is ~10-12 MeV. This ignores the very real problem of
scattered radfation. With transmissions on the order of 10'4 - 10'5 scattered
radiation can constitute a major part of the flux incident on a cdetector.

With these issues in mind, a series of experiments were carried out at
the National Institutes of Health (NIH) covering an energy range from 8-22 MeV
(1). These experiments indicated that there was a peak in the ratio of direct
(transmitted) radiation to scattered radiation for ele:ztron source energies
between 15 and 20 MeV. The experiments were predicated on the use of narrow
angle collimation at the detector plane to "reject" scattered radiation and
thus separate the direct and scattered components.

The true nature of the performance of this collimation was not known
and constituted the major uncertainty 1in the experimental results. Monte
Carlo transport codes are capable of treating this type of problem
and providing the detailed picture of scattered and direct radiation
contributions at the detector. Further, the codes can indicate the major
sources of scatter, leading to understanding how to improve radiographic
experiment design. We needed this detailed information to validate the
experimental results.

The most trusted electron-photon transport code is Cyitran or one of
its derivatives (members of the ITS series) (2). For problems involving
modest attenuations and favorable geometries these codes provide acceptable
results in less than an hour of Cray CPl) time. Unfortunately, our problem
meets neither of these criteria 2nd we were faced with the prospects of 10-100
hour run times to obtain marginal resuits.

The Los Alamos code MCNP (3) is a mature code treating coupled neutron-
photon transports and is equipped with numerous tools and special features to
treat extreme attenuation and complex geometries encountered in shielding
calculations. The decision was made to use a special version of MCNP which



would 1incorporate the physics of the ITS codes into the framewcrk of the
geometry specification and biasing of the MCNP code. The NIH experimental

arrangement was modeled and successfully run using the modified code MCNP-E.

II. USE OF THE MCNP-E CODE

MCNP (3) is a neutron-photon transport code of the Los Alamos Radiation
Transport group, X-6. MCNP-E is a modification to MCNP, where the electron
data and physics are taken from the ITS (2) codes. The geometry, source
routines, tally structure, and variance reduction features are all those of
MCNP. Geometrical features include surface specifications, volume cell
definitions, and coordinate transformations. Source routines allow for the
specification of the input particle source at run time or for the reading of a
surface source generated by a previous problem. A variety of output tally
types are avatlable, supplemented by diagnostic information regarding the
origin and characteristics of particles contributing to the tallies. The
variance reduction features are designed to produce lower statistical error
estimates in the tallies by doing muitiple calculations on those particles
that make the most significant contributions. For example, "splitting” cai be
done on photons, with corresponding weight reductions, based on the importance
of the originating cell, direction of propagation, or energy above a specified
threshold. Thus, a single large contribution to a tally can be converted to
numerous small contributions.

One of these variance reduction schemes is a point detector (4) option,
which allows c¢ne to better calculate the flux or intensity at a specified
point or region of space. From a particle source or at coliision points, the
fraction of the beam scattering 1in the direction of the detector is
calculated, together with the attenuation to region of the detector. The
calculated particles thus "flow" toward the regioa of interest, while
propagation toward other regions is done with 1less statistical precision.
This method is particularly valuable in regions of space 1ike an image plane,
where very few source particles cross this plane.



A variation of the point detector scheme involves defining a sphere,
cailed a DXTRAN (5) sphere, around a tally region or a region of importance.
Such a region can be determined from knowledge, either from first principles
or from previous code output, that many particles that contribute to a tally
must pass through a localized region of the problem geometry. Pseudo-
particles are then transported from source or collision points to the surface
of this sphere and stored for later transport. The scattering fraction and
attenuation factor are modifications to the weight given to the particle.
Regular tallies are then made inside this sphere, or else these particles are
transported as desired above to a surface source orr a second DXTRAN sphere.

We 1introduce here the "standard" problem geometry, upon which most of
the calculations to date are based. The upper part of Fig. 1 is a ccale
drawing showing the configuration of the four basic physical elements of the
problem: (left to right) source, collimator, object, and detector. Key
position values, in mm, along the radiographic beam (z) axis are given. This
is escentially the configuration of the NIH experiments. The lower part of
the figure shows each of the four elements in greater detail. The details of
the collimator and detector will be discussed later. The object is a standard
spherical test object used at the Hydrodynamics (6) Group. The radii of the
void, depleted uranium (D-38), copper, and foam are 10, 45, 65, and 225 mm,
~espectively. The size and shape of the void at the center represent features
for investigation. For the present discussion, the image plane 1is at the
front face of the detector at z=2.96 m; other variations will be discussed
Tater.

In caiculations of dense-object radiography in the configuration of
Fig. 1, MCNP-£ was used to determine the direct and scattered photon
radiation at the 1image plane. The problem source was a monodirectional,
monoenergetic electron beam impinging on a cungsten target. The primary
source of photons was the first—order bremsstrahlung particles produced in the
target.

The direct and scattered radiation were calculated separately. For
the direct probtem, a DXTRAN sphere of radius 10 mm was centered on the image



glane on the axis of symmetry. A scurce electron was followed to a point
where a bremsstrahlung photon was to be generated. The photcn energy was next
sampled. Then a roint was sampled uniformly in area on the DXTRAN spiere and
a pseudo-photon transported aiong this direction to the sphere. The photon
weight was modified by the attenuatioen factor and a factor based on sampling
along this c rection from a probability distribution function (7)
for bremsstrahlung scattering. If a baam of electrons all produced
bremsstrahliung photons at this collision point, these weight reductions would
represent the fraction of the beam emitted at this angle that reached the
image plane with no further collisfons. Subsequently, a direct tally on the
image plane was made with this particle. The electron tracking was then
resumed.

For the scattered probiem, a DXTRAN sphere was positioned near the
collimator (radius 120 mm, 2 = 1137.5 mm) on the axis but on the image side of
the collimator. This was to ensure a good sampling of photons getting through
the collimator. The pseudo-photons were then transported as described above
from the source target (tungsten) to the DXTRAN sphere. Subsequently, these
photons were retrieved from storage and tracked through the dense object
sphere. A second DXTRAN sphere was located at the image plane, similar to the
direct problem. Photons scattering in the dense object geometry then produced
a second set of pseudo-photons on this sphere. The scatterea tally on the
image plane was then made from these particles.

In general the total photon energy arriving at the detector was
tallied, rather than the total number of particles, because we believed this
would be a better simulation of the response of radiographic film. The
important contribution to the direct and scattered radiation was those high-
energy bremsstrahlung photons emitted in a small angle from the axis of
symetry. The energy distribution was biased to sample more high-energy
photons (8). This method was particularly effective in getting relatively
high-energy scattered photons over to the image plzne. The biasing of the
photon's 1initial direction was effected by the radius and position of the
DXTRAN sphere.



Some of the other biasing schemes of MCNP were employed in a somewhat
conservative manner to augment the DXTRAN approach. These included cell
importance sampling, additional particle splitting on energy, and directional
splitting for collisions in the dense object geometry.

The scattered problem was run in two parts. In the first part, the
pseudo—particles transporied to the first DXTRAN sphere were then written as a
surface source on the front (left) outer hemispherical surface of the object.
The second part started with this source and tracked the particies through the
dense object geometry. At each particlie collision, the fraction of the beam
reaching a selected point on the image plane was calculated, similar to the
direct adiation contribution. The particle tracking was then resumed.
Subsequently, a tally was made representing this scattered contribution to the
image plane. Splitting the problem allowed experimenting with different celi
configurations and importance sampling in the dense object sphere without
having to repeat the first part. Furthermore, when later problems were to be
run with changes in either the object or the detector, they could be started
with the same surface source.

The biasing schemes of MCNP are supported with extensive diagnostic
outputs, which help one understand some of the large tallies. Fcr example,
the weight distribution of pseudo-photons on the DXTRAN sphere 1s broken down
by the cell of the collision or source point. For many of the scatter
problems, the object was divided into 170 cells, so that we could better
understand the origin of the scattered radiation. A 1lot of the large
scattered tallies appear to come from high-energy photons that are not
transmitted through the dense central part of the object but rather scatter in
the foam around the heavy metal and back toward the axis. We could then take
advantage of cell-importance splitting to improve the statistical errors
associated with the large tallies.

Despite the speed of the CRAY XMP computer, these calculations would
not be feasible without the use of variance reduction schemes 1like the
bremsstrahlung energy biasing and the DXTRAN approach.



II]. RESULTS OF PROBLEMS

Our immediate goal 1is to understand the scattered radiation field,
which involves multiple events that depend on position, direction, and erergy.
Except for source broadening effects, the calculation of the direct radiation
is fairly straightforward, essentially amounting to line integrals alcng
monodirectional paths. However, the separate calculation of tre direct
radiation helps us affirm the credibility of the code. and it gives insight
toward our understanding of the scattered radiation.

A, Direct-to-Scattered Radiation Ratio

This 1s similar to a signal-to—-noise ratio, in the sense that all the
useful radiographic information is contained in the direct radiation, while
the scattered component produces a non-image-forming background exposure. For
this study we ran problems at five source energies: 6, 10, 17, 25, and 30 MeV.
The first of these energies corresponds approximately to the lowest energy in
the NIH experiments (representing pulsed diode techrolcgy), while the last
corresponds to the PHERMEX machine running under optimum tuning. An important
question to be investigated is whether there is an optimum energy where the
direct-to-scattered ratic can be maximized.

The first problems were run with the object at 1.5 m from the source.
Later the object was moved to 2.0 m, and it remained there for all further
studies. The results at all five energies for the two positions are shown in
Fig. 2, where the direct-to-scattered int{ensity ratio is plotted as a function
of energy. Indeed the curves both seem to show a broad maximum 1in the
vicinity of 17 MeV, or slightly higher. The differences between the two
curves can te nearly explained by making the approximation that the scattered
radtation behaves like an inverse square source centered about 100 mm
downstream from the object center. Because of the collimator, the total
illumination of the object by the direct radiation 1{s the same at both
positions. The advantage to be gained by moving the object closer to the
source is obvious, although other considerations, such as spot-size blurring,




may mitigate against this approach. When constructing new raiiographic
machines, however, the advantage of minimizing the spot size becomes obvious.

8. F1{Im Response Function

If the results of the MCNP-E calculations are to be comdared with
experimental radiographs, it is important to make the calculational detector
respond to radtation as a function of energy 1in a way analogous to the
experimental detector which is a radiographic film with a heavy-metal
conversion screen. The screen converts photons to electrons (photoelectric,
Compton, ard pair production), and the i{onization tracks of the electrons
activate the film emulsion. This process tends to be more efficient at the
lower photon energies, because most of the electrons are relativistic, and,
therefore, the number of ions per unit length of track is ncarly independent
of energy. The MCNP-E code has the capability of folding a response function
of energy intc the tallies to mimic the radiographic film rasponse.

A typical film pack consists of a light-metal front plate, heavy-metal
front screen, double-emulsion film, heavy-metal back screen, and light-inetal
back plate. In the NIH experiments, the 1ight-metal plates were 10-mm-thick
beryllium, and the heavy-metal screens were 1-im-thick lead. In a dynamic
experiment the plates would be needed for blast protection, and they would
protably be aluminum. The screens are most conmoniy lead, but other materials
such as tantalum or platinum could be used, and the thickness c¢ould vary.
Normally a stack of screens and films is used, the back screen for one film
serving as the front screen for the next film, etc.

wWe have used the ITS codes teo caiculate the energy deposited in the
film for several input photon energies. Ten—mm beryllium plates were used,
and calculations were done for 0.1, 0.25, 0.5, and 1.0-mm lead screens. The
results are shown in Fig. 3. The two curves for each screen thickness show
separately the front and back fiim emulsions, the curve of more broken texture
always being the back emulsion. The 1.0-mm screen shows a response that is
nearly proportional to the 1incident photon erergy, while the 0.1-mm screen
tends to provide relatively more response from the lower-energy photons. An




earlier calculation was done with 0.1-mm lead screens and 1.0—mm beryllium
plates, yielding the response function shown in Fig. 4, giving an even
stronger weighting toward the low energies.

Because we have done many calculations with the function of Fig. 4
folded 1into the output, we will use the label "energy deposited" for those
results below, while the label "energy incident” will be applied to tallies
of total energy witnout any further response function. We will claim that any
real! result, with response functions like those in Fig. 3, will 1lie between
the 1incident and deposited results, and we hope to emphasize that any
conclusions that we reach are not strongly dependent on any particular film-
response function.

We generally expect the scattered radiation to be shifted toward lower
cnergies as compared with the direct radiation. The net effect of a response
function, such as that c¢f ~ig. 4, should be an emphasis of the scattered
radiation and consejuently a lowering of the direct-to-scattered ratio. The
actual results, for the object at 2.0 m from the source, are given in Fig. 5,
now also showing the error estimates for the calculations as computed by the
code. The results of the NIH experiments are also shcwn in this figure. The
reconciliation between the experiments and the calculations will be discussed
betow in connection with the graded and multi-hole collimators.

C. Enerqy Spectra

The cutput tallies are broken into energy bins selected by the user,
and therefnre the energy spectrum of any ilally is immediately available. As a
typical example for the reader, Fig. 6 shows the spectra of both the direct
and scattered components of the incident photon energy, from a 17-MeV electron
source, arriving at a 10-mm-radius detector in the film plane. Figure 7 shows
the equivalent spectra for the energy depusited in the film, obtained by
folding in the response function of Fig. 4.

Similar results have been obtained for the other four energies for
which we have run problems. They all show a broad maximum without any
apparent fine structure. Because the film-response function also contains no



sharn structure, we believe that our output calculations will not show any
strong energy dependence, and the use of additional intermediate energies for
the input source will generally not be necessary. This situation may be
different at energies below 0.5 MeV, where the photoelectric absorption edges
begin to become important, but for the problems under consideration here, that
part of the spectrum makes only a small contributtion to the total.

D. Effect of the Collimator
The purpose of the collimator is twofold. First, it is desirable to

suppress the direct beam incident on the outer parts oY the object that
project off the edge of the film or are otherwise uninteresting, so that these
parts of the object do not become sources of scattered radtatfon that will
contaminate the 1image 1in the region of intercst. Second, especially by the
use of the "graded" collimator as shown in Fig. 1, one can produce a graded
attenuation as a function of radius that will reduce the dynamic range of
intensities to be recorded on a single film. In practice the <collimator
should also be large enough to suppress scatter from external! materjal, such
as the ground.

Figure 1 shows three collimator configuraticns that have been studied:
graded, ftne, and coarse. Most problems have been run with the full graded
configuration, where the inner radius projects well inside the outer radius of
the uranium. In the fine configuration, the entire conical inner surface
projects through the foam at approximately mid-radius. The coarse
configuration corresponds to essentially no coilimation at all, but i1t may
still be useful for suppressing ground scatter. MCNP-E runs have been made at
6 and 25 MeV source energy with all three collimator configurations.

The direct radiation on the axis should be unaffected by the remova! of
collimator elements, because the inner radius of even the graded coilimator
projects outside the 10-mm-radius detector. This has teen confirmed by the
calcutations. At 25 MeY, the direct radiation decreased by 1.5% in going from
graded to coarse, while at 6 Me¥ it increased by 4%. These changes are within
the statistical error estimates of the calculations. The scattered radiation
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is very strongly affected, however. At 25 MeV, with respect to the scattered
intensity in the graded configuration, and with the film response function
folded in, the scattered intensity went up by a factor of 75 in the fine
configuration and a factor of 207 1in the coarse configuration, The
corresponding results at 6 MeV were factors of 68 and 264, respectively. In
terms of energy incident on the film, the respective factors were 99 and 226
at 25 MeV, and 80 and 264 at 6 MeV, An attempt to measure the graded-to-fine
increase at 25 MeV experimentally yielded a factor of 30£20.

The above results suggest that the direct-to-scattered radiation
ratic is very sensitive to small changes in the details of the collimation. A
recent review of the NIH experiments has served to remind us that there wus a
physical gap at the interface between the graded and fine collimators, which
caused a bright ring of direct radiation to appear on the fiim about 150 mm
from the axis. The question then arises as to what effect this additional
direct radiation through the object has on the scattered radiation observed
on the axis. The size of the gap is not documented. W2 made a guess of 0.25
mm and set it wup in an MCNP-E problem with 25-MeV source energy. Compared
with our earifer run without a gap, the scattered radiaticn on the axis
increased by a factor of 1.73 for energy incident and 1.41 for energy
deposited. The direct radiation on the axis is, of course, uncharged.
Therefore, the calculated results for 25 MeV in Fig. 5 would be reduced by the
same factors. We have not calculated the effect of the gap at the other
energies, but we believe similar results wouid be obtained. Thus, the two

curves in Fig. 5 are brought into much better agreement with the experimental
data.

E. The Multihole Collimator

The multihole collimator has been used experimentally as a ruse to
differentiate between direct and scattered radiation. It is shown in Fig. 1
as a thick block of lead to the right (downstream) of the film plane with a
single 6.35-mm-diameter hole concentric with the axis. In reality “here are
many holes, all drilled with their axes parallel to the divergent direct beam.
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The fundamental assumption is that the scattered radiation 1is sufficiently
divergent. in angle, so trat only a negligible amount of it can propagate all
the way through the hole to a second film plane at the back of the lead.
Therefore only direct radiation 1s measured at the back fiim plane, while
direct plus scattered is recorded at the front film plane. The difference
between the front reading and the back reading, corrected for the beam
divergence, is the scattered intensity. Presumably, this quantity, measured
at many Tocations in the film plane, would allow fitting or modeling of the
scattered radiation field, which could then be subtracted from the image
recorded on the front fiim. The NIH experimencs were interpreted in this way.

In the analysis of data from the multihole collimator, the largest
uncertainty is whether a significant amount of scattered radiation can stitll
reach the back film plane; realize that the wall of the hole itself can be a
source of scattered radiation. This probiem can be calculated directly with
MCNP-E, and so we can shed some 1light on the 1interpretation of the NIH
experiments. We have calculared the radiation arriving on a 6.35-mm-diameter
disk at the back film plane and divided it into four categories: first,
direct-direct (DD) radiation, that radiation that was direct upon arrival at
the front film plane and reached the back film plane without alteration;
second, scattered-direct (SD), direct radiation at the front film plane that
gave rise to scattered radiation at the back film plane; third, scattered-
scattered (SS), scattered radiaticn at the front film plane that underwent
further scattering before arriving at the back film plane; and fourth, direct—
scattered (DS), scattered radiation at the front film olane that arrived at
the back film plane without further scattering. Only the DD radiation is
desirable. Table I gives the percentages of radiation arriving at the back
film plane that fall into each category at the five source energies studied.
The results 1indicate that the DD radiation makes up about 92% of the total,
nearly independent of source energy, and not strongly dependent on which
response function 1is used. The error estimates in the SD and SS categories
are often as much as 25%, because the detector is very small, and retatively
Tittle radiation is reaching it.
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TABLE 1

RADIATION AT BACK FILM PLANE

Percent in each Category

Energy ‘
(Me¥) ———Energy Incident Energy Deposited
DD SD SS 0S 0D SD SS DS

6 92.5 5.5 2.0 0.0 91.5 6.3 2.2 0.0
10 89.7 7.9 2.4 0.0 90.2 7.1 2.7 0.0
17 92.3 3.1 4.6 0.0 91.8 3.8 4.4 0.0
2% 94.4 3.7 1.8 0.1 33.7 4.1 Z.1 0.1
30 93.3 2.6 4.1 0.0 92.6 3.2 4.1 0.1

For each energy, the simulation of the NIH experiments proceeds a;
follows. All radiation components at the back film plane are added together,
because there was no way to separate them in the real experiments. The sum {s
then corrected according to the inverse square law to get the "dire-:t”
radfation at the front film plane; this correction factor is 1.11. This
result is then subtracted from the total (direct + scattered) radiation
calculated at the front film plane to get the "scattered” radiation at the
front film plane. The direct-to-scattered ratio so obtained 1is plotted in
Fig. 8 at the various source energies. The relatively large statistical error
estimates come Trom the subtraction step mentioned above.

The effect of the graded/fine collimator gap has been calculated
indirectly by assuming that the scattered component at the front film plane,
and the SS and DS components at the back film plane, increase by the factors
given above. At 25 MeV source energy, the “energy incident* point in Fig. 8
moves from 2.54 down to 1.78, and the "energy deposited® point moves from 1.81
down to 1.40. If we assume that similar result would be obtained at the other



energies, then the curves of Fig. 8, with their estimated errors, #will overlap
the experimental data in Fig. 5.

We wish to emphasize that the results in Fig. 8 are a calculational
simulation of the NIH experimental data in Fig. 5. When the gap in the graded
collimator 1s estimated and taken into account, the calculations seem to be
in reasonable agreement with the experimental data. The calculations in Fig.
5, however, remain the mcst direct and accurate representation of the direct-
to-scattered ratio as a function of energy. With any film pack that would
likely be used experimentally, the true situation should 1ic between the two
calculated curves in Fig. 5.

F. Total Radiation at Different Energies

Another summary of the results discussed above 1is shown 1in Fig. 9,
where the direct and scattered components at the front film plane are plotted
as a function of energy. These are the "energy incident" calculations. The
increased bremsstrahlung production efficiency at the higher energies is
emphasized here. While the intensity increases as the 2.5 to 3.0 power of the
energy, more or less as expected, we siould remember that it has been medified
by transmission through the object. The direct-to-scattered radiation ratio

1s proporticnal to the vertical distance b2tween the two curves on the log-log
plot.

G. Off-Axis Calculations

A1l of the results reported above have involved detection of photons on
a 10-mm-radius disk centered on and normal to the radiogranhic axis. For the
multihole collimator calculations, a separate tally was generated for the
central 3.175-mm radius. Only very recently have we begun expanding the
calculations to larger distances from the axis. Our detector, still in the
film plane, has been expanded to a radius of 150 mm and divided into
concentric rings of width 10 mm. Several problems have been run with the
DXTRAN sphere at different radit in order to try to optimize the statistical
error in various portions of the disk. A new surface source was recently
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generated at the front hemisphere of the object for 3x106 17-MeY source
electrons and used for this problem. All other calculations reported above
used 3x105 source electrons. The results for "incident energy" are shown in
Fig. 10. Here the flux in each ring has been divided by the average flux over
the entire 150-mm-radius disk from one of the problems. This represents the
scattered radiation field over an area equivalent to the largest filin that we
use experimentally. The field appears to be quite flat as a function of
radius. If the scattered radfation is truly uniformly distributed in angle
from the object, then the inverse square effect would cause about a 2.5%
decrease in going from the center to 150-mm radius. However, there is reason
to believe that the scattered radiation may increase at larger radii from the
axis. At radii beyond 130 mm the graded collimator, which 1{is a source of
scattered radiation, comes into view from behind the copper part of the
object. At even larger radii, more of the front side of the object can be
seen 1in the manner of a crescent moon, illuminated by direct radiation, with
resulting scatter paths of low attenuation. Clearly more work will be needed,
possibly at even larger distances from the axis. So far these calculations
have been done only at 17-MeV source energy.

H. General! Remarks

Some Montc-Cariu calcu'ations have been done at Lawrence Livermore
National Laboratory that appear to be in mild contradiction to the results
reported above (9). The scattered radiation is only the order of 10X of the
total, compared with more 1ike 25% here. There appears to be more structure
as a function of radius in the film plane, and the dependence of the direct-
to-scattered ratio seems to be less than what we have calculated, although
only two source energies were tried.

The significant difference is that the Livermore calculations were done
to model a particular dynamic experiment in great detail, 1including the
massive film-protection system, where our calculations have keyed on the NIH
experiments, which used no heavy film protection. A thick layer of material
in front of the film will preferentially attenuate scattered radiation, but,



of course, it creates scattered radiation of its own, To a ce *ain extent,
the film-protection system will probably act in a way similar to the multi-
hole collimator by attenuating scatter in a manner that is iess dependent on
source energy. Furthermore, because most of the scatter is then produced near
the film, more structure as a function of radius off the axis can be expected.
Clearly the inclusion of hsavy film-protection materials should be one of our
goals ‘or future work.

IV. CONCLUSIONS AND FUTURE PLANS

We believe that the MCNP-E code has effectively simulated the NIH
experiments, confirming and enhancing our understanding of the results. We
now have a better assessment of the multihole collimator and its limitations.
Even more important, we now have a tool for calculating directly what has been
hard to measure experimentally, the scattered radiation field. If we believe
the maximization of the direct-to-scattered radiation ratio is a good
criterifon for selecting a source energy, then our results point toward a
source energy in the 15 to 20 MeV range.

Among our immediate future goals will be a continuation of the study
of the scattered radiation off axis. In particular, we plan to study the
scatter field at large angles from the axis, probably on a spherical surface
rather than 1in the film plane. The results should merge with those of
Fig. 10. This problem will be pertinent to our planned Dual-Axis Radiographic
Hydrotest facility (DARHT), where the scattered radiation from one beam will
contribute to the exposure of the f11lm on the other beam.

Our ultimate goal 1s to use MCNP-E as a tool to help us design
experiments and understand their results. In most cases, parametric studies
can be done hore unambiguously and more easily, although not necessarily more
precisely, with the code than in real experiments. Problems of interest
include collimator design and plicement, variations in the object to better
simulate dynamic experiments, and the details of radiation transport through a
film pack. As mentioned above, the effects of the film-protection system are



expected to be important and should be studied carefully. The code 1is fully
three-dimensional, so we should not bhe limited to axisymmetric probl:ms.
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Fig. 1. Top: Scale drawing showing z-axis locations of the four major
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collimator, object, and detector. Bottam: Additional details (LEAD)

of the various elaements.




_OZ_

MCNP—E CALCULATIONS
NIH EXPERIMENT CONFIGURATION

14
2 X
= 'd T — X
N 1 / SOURCE —-1.5 M—— OBJECT ——1.5 M—— DETECTOR
& L
= 10 /
<
4 1
S /
= ‘
< 8 —7
Q /
S | )/
(s 4
]
g 6
'—
<
@
4 O
0 ’)//
Ll
®=
) SOURCE —-2.0 M——~ OBJECT —-1.0 M—— DETECTOR
2
ALL CALCULATIONS INCLUDE GRADED COLLIMATOR,
0’ T L4 L N ) LS T L] Al L4 T L4 T L T v v T L4 ¥ ) S A} Al ¥ A
0 5 10 15 20 25 30 35

maximm at 17 MeV.

SOURCE ELECTRON ENERGY IN MeV

Fig. 2. The direct-to-scattered radiation intensity has been calculated at five source
energies for two positions of the object, other elements remaining fixed. EBoth show a



_‘[Z_

CYLTRAN CALCULATIONS
FILM RESPONSE CURVES

30
5
F -
o
T .-
& 1T | et
g 25 T
o l i
QO ’f.t.‘
£ e
i~ e
") 1 =" 7| 1.0=MM Ph SCREENS
a i
> 20 =
0 4 Rt T
3 ', - ‘_:_— et [ e T L
Z o -
< < .-";" . ‘{"
o P 0.5~MM Pb SCREENS
4 7
=2 ) -"...,"‘ r/’ .
I .4' R ”‘/, -‘7_&___=$__-
Ll PR "
= Rl e e 0.25-MM Pb SCREENS
- 10 . rd L =
= 1 '..“‘.:4 Ve -,/ I -
Q .'. 'I’ / ‘y‘ el e —_ -~ -+
g : / =7 oo — -
3 S / 0.1-MM Pb SCREENS
Q. 3
L)
o /
S
O
& |
z ALL CALCULATIONS INCLUDE 10.0—-MM Be SCREENS

] ] |

T 1 T

10 5 20 25 30
INC:DENT PHOTON ENERGY IN MeV

Fig. 3. Energy deposited in film emulsion for varicus photon energies has been calculated

with the ITS Cyltran code for rour thicknesses of lead screens on both sides of the film.

For each screen thickness, the more solid (broken) curve is for the front (back! film
emclsion,



_ZZ._

MCNP—E CALCULATIONS
FILM RESPONSE FUNCTION

W
(%))

U S U}

i
(=

©
O
O
mn
>
| -
2
.t rd
L 25 .
[ -
3 o "’l /
5
F— h 'd"‘
2 20 —A—A
* ‘ ' ,,//
H - "”
z
g
o 15
z
R A
a. 1 /' L’
s 10 <}
= ] / e
o |
= \— LINEAR REFERENCE LINE
LIJ 5 i
A X
o .
pat
|
o L4 v f v ¥ v v L 4 L4 LS v L | v v v L 4 L L] L4 L) 1 4 v A4 LA L4 LA '
5 10 15 20 25 30 35

PHOTON ENERGY IN MeV

Fig. 4. 'I‘lus "film response" function corresponds to the lower curve of Fig. 3, but with
1.0-m'n-tmgk Be screens. It has been folded into many of our MCMP-E outputs on & photon by
photon basis and identified as "Energy Deposited.” The linear line is “Energy Incident,"
or intensity.



-EZ-

MCNP—E CALCULATIONS
NIH EXPERIMENT CONFIGURATION

4.5 ]
| R, |

4.0

- k‘ - bl P © 11+ o [

4

‘ 13 ;‘j s INCIDENT ENERGY

3.5 - asaase A
)4

] ’ ) <dd -
3.0

J
2.5

ENERGY DEPOSITED

(A

o%a% % le?

AR NRIANNY

0‘0:0‘0."
oo A
2.0
E
<
<
L)

1.5 A
1 ,//i/\‘\ | NIH EXPERIMENTS
j i A \‘\*\A

DIRECT/SCATTERED RADIATION INTENSITY

S
1.0
1 4
0.5 %
1 SOURCE -=~2.0 M—- OBJECT -—1 OM~-- DETECTOR
;
1 ALL CALCULATIONS INCLUDE GRADED COLUMATOR
] 1 ] ]
o.o v v Y I J v LS v L{ l L4 Ll LE A g l L 4 L] v - l A v L LA ﬁr v v v L] L4
1] 5 10 15 20 25 30 3

SOURCE ELECTRON ENERGY IN MeV

Fig. 5. The lower curve of Fig. 2 is reproduced here, with estimated errors, as the
"incident energy” curve. The result cf folding in the film-response function of Fig. 4
is the "energy deposited" curve.

(8}



_Vz.-

17/—MeV ENERGY SPECTRUM
Energy Incident on Film Plane

D
ok T -

3 N Legend
N
.

0 Z 4
Photon Energy (MeV)

Fig. 6. 17-MeV energy spectrum for radiation incident on the film plane, showing both
direct and scattere’ components. The scattered camponent has a lower average energy.
Similar results a: : obtained at other energies.
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Fig. 7. Effective enerqgy spectrum after the film response of Fig. 4 is folded into the

spectrum of Fig. 6. The lower energies are enhanced, and the 0.1 to 0.5 MeV energy bin
contributes significantly to the total dose.
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